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Agenda
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• Additional year for Blue Waters
• Recent and Future Maintenance
• Utilization and Usage
• Recent Events and Changes
• Opportunities
• Workflow Workshop follow-up
• PUBLICATIONS!



Blue Waters: Operations into 2019

• National Science Foundation will extend the Blue 
Waters project into 2019.

• Related undergraduate and graduate education 
activities will continue into 2019.

• Additional NSF PRAC allocation cycle.
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Recent and Future Maintenance
• File System Upgrade

• All file system in production operation.
• Rebalancing OST file distribution. 

• File System Upgrade Issues
• Stripe count of 170 or greater temporarily disabled. Any files 

with that stripe count or greater will be striped to 160. Should be 
resolved shortly.
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Usage, Utilization and other Items
• Utilization since last BW User Call (August 15)
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maintenance

> 80% daily



Workload backlog

• Vertical axis in units of nodes. Dashed line is 1 XE machine count.
• 9 x XE node count backlog. 4 x XK node count backlog.
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XE Workload Statistics (since 8/15)

• Uniform mix at 
small node counts.

• Substantial usage 
at 512, 4096 and 
16K nodes.

• 50:50 at 512 
nodes.
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Why isn’t my job running
• Check system status 

page for utilization.
• Check backfill at above 

url or on system
• showbf -p bwsched -f xe

• Check top jobs
• showq -i
• Ordered by priority. Jobs 

with * have a reservation 
on nodes.

• Check start times of jobs 
with reservations using 
showres. 

> showbf -f xe -p bwsched
Partition      Tasks  Nodes      Duration   StartOffset StartDate Geometry
--------- ------ ----- ------------ ------------ -------------- --------
bwsched 12032    376       2:26:17      00:00:00  14:21:45_08/14  4x6x8
bwsched 7168    224       4:09:44      00:00:00  14:21:45_08/14  8x2x7
bwsched 1536     48       5:56:17      00:00:00  14:21:45_08/14  3x2x4
bwsched 1536     48       6:01:17      00:00:00  14:21:45_08/14  3x2x4
bwsched 1024     32       6:06:17      00:00:00  14:21:45_08/14  1x2x8
bwsched 640     20      INFINITY      00:00:00  14:21:45_08/14  1x2x5

> showq -i | grep -v xk | grep \*
5207970*      10321211     99.0 to dtoussai baea 4096     3:30:00    normal   Wed Jul 20 07:08:18
5276564*      10125901     99.0 to yeung jmo 16512    00:30:00      high   Wed Aug 10 20:59:04
5207973*       9587740     99.0 to dtoussai baea 4096     3:30:00    normal   Wed Jul 20 07:08:27
5275602*       7617711     99.0 to guo2      jna 8000    00:30:00      high   Wed Aug 10 14:14:31
5271992*       7307965     99.0 to pinelli jno 9216    00:05:00      high   Tue Aug  9 13:44:27
5273294*       7200637     99.0 to pinelli jno 18432    00:05:00      high   Tue Aug  9 17:05:50
5246922*       5689508     99.0 to dtoussai baea 4096     3:30:00    normal   Sun Jul 31 01:51:04
5246923*       5642442     99.0 to dtoussai baea 4096     3:30:00    normal   Sun Jul 31 01:51:12
5269231*       5637764      4.9 to clay1      jmo 8340  2:00:00:00      high   Sat Aug  6 19:06:02
5246924*       5600588     99.0 to dtoussai baea 4096     3:30:00    normal   Sun Jul 31 01:51:19

> showres 5207970 ...
5207970      Job I    00:33:05     4:03:05     3:30:00 4096/131072 Sun Aug 14 14:54:44
5276564      Job I     6:06:23     6:36:23    00:30:00 16512/528384 Sun Aug 14 20:28:02
5207973      Job I     2:26:23     5:56:23     3:30:00 4096/131072 Sun Aug 14 16:48:02
5275602      Job I     4:09:50     4:39:50    00:30:00 8000/256000 Sun Aug 14 18:31:29
5271992      Job I     5:56:23     6:01:23    00:05:00 9216/147456 Sun Aug 14 20:18:02
5273294      Job I     6:01:23     6:06:23    00:05:00 18432/147456 Sun Aug 14 20:23:02
5246922      Job I     6:36:23    10:06:23     3:30:00 4096/131072 Sun Aug 14 20:58:02
5246923      Job I     6:36:23    10:06:23     3:30:00 4096/131072 Sun Aug 14 20:58:02
5269231      Job I    10:06:22  2:10:06:22  2:00:00:00 8340/266880 Mon Aug 15 00:28:02
5246924      Job I  2:10:06:22  2:13:36:22     3:30:00 4096/131072 Wed Aug 17 00:28:02
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Recent Events (since last User call)

• 8/18 - Lustre scratch file system issue.
• 9/11 – Single cabinet power issue.
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Recent and Future Changes to Blue Waters

• Re-enabled XALT linker usage. No XALT aprun wrapper 
in place. Signal handling issue.

• Fairshare interval change to reflect max wall clock time.
• Large memory nodes

• 96 XE nodes with 128 GB (2x3x8 geometry)
• 96 XK nodes with 64 GB
• Slightly slower STREAM Triad for large N.
• Add 

#PBS -l feature=xehimem
#PBS -l feature=xkhimem
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Recent and Future Changes to Blue Waters

• Shifter (coming soon)
• Docker-like container allowing user-defined 

images.
• Improved security model.
• Testing on Blue Waters now. Should be available 

in a few weeks. 
• Watch for announcement.
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Review of Best Practices
• Improper use of login nodes

• Use compute nodes for all production workloads.
• Avoid excessive calling of job scheduling commands

• Unintentional denial of service may result otherwise.
• MOM node use should be limited to aprun launch. 

• All other commands can be run on compute nodes via aprun.
• Bundling of Jobs

• Independent jobs bundled from 2 node to 32 nodes.
• Avoid excessive, single nodes jobs.
• Use a workflow.

• Small files usage
• Use directory hierarchies, less than 10,000 files per directory.
• Avoid many writers to same directory. 
• Tar up files before transferring to Nearline.
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Request for Science Successes

• We need to be current on products that result from time 
on Blue Waters such as:
• Publications, Preprints (e.g. arXiv.org ), Presentations.
• Very interested in data product sharing.

• Appreciate updates sooner than annual reports.
• Send to gbauer@illinois.edu

• NSF PRAC teams send information to PoCs. 
• See the Share Results section of the portal as well.
• Be sure to include proper acknowledgment

• Blue Waters - National Science Foundation (ACI 1238993)
• NSF PRAC – OCI award number
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